50, will be treated as malpractice.

Important Note : 1. On completing your answers, compulsorily draw diagonal ¢ross lines on the remaining blank pages.
2. Any revealing of identification, appeal to evaluator and /or equations written eg, 42+8
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Seventh Semester B.E. Degree Examin
Machine Lea&,
Time: 3 hrs. .6)

Note: Answer any FIVE full questions, c@g ONE full questio

g

?41( Dec.2019/Jan.2020

Max. Marks: 80

r@ each module.

dule-1 <
1 a. What do you mean by well-posed Tearning problem? Explai h example. (04 Marks)
b. Explain the various stages inyolyéd in designing a learnin tem in brief. (08 Marks)
c. Write Find_S algorithm an ss the issues with the a]gorithm. (04 Marks)
&
Y ok A%
2 a. List the issues in machine’learning. % (04 Marks)
b. Consider the giv ow training example which finds malignant tumors from MRI scans.
Example e | Size | Color %face Thickness | Target concept
1 ?@cular Large | Ligh ooth | Thick Malignant
; Circular | Large L1gh Trregular | Thick Malignant
Oval Smooth Thin Benign
Oval Irregular | Al Malignant
Circular ; Smooth i Benign
Show the specific and general A3 indarics Af (R space aﬁ’i{app' ying candidate
elimination aigorithm. : Malignant is +v ign is —ve). % (08 Marks)
c. Explain the concept o tive bias in brl‘gs} (04 Marks)
' Mo <§
3 a. Discuss the tw oaches to prevept V@r ﬁttmg the dat (08 Marks)
b. Consider the ywing set of trai mples:
#ﬁan&a Classification ey | a, &
1 1.1
2 111 %
3 1[0 Y4
¢ 4 010
6 ‘3g 0 01
(i) What is th%ftropy of this gollection of training examples with respect to the target
functigfiiclassification?
(ii) information gain of a, relative to these training examples? (08 Marks)
<§ OR
4 a. Define decision tree.% truct the decision tree to represent the following Boolean

functions:

i) A A—B
b. Write the ID3 a
¢. What do you méa

ity Av[BAC]
ithm.

iii) A XOR B

1of2

(06 Marks)
(06 Marks)

y gain and entropy? How it is used to build the decision tree. (04 Marks)



10

15CS73

Module-3
Define perceptron. Explain the concept of single percep
Explain the back propagation algorithm. Why is it not |

Sdiwith neat diagram. (06 Marks)
y to be trapped in local minima?

(10 Marks)
o
®
or N
List the appropriate problems for neural netwgrkjlearning. (04 Marks)

Discuss the perceptron training rule an Ita rule that solves t

@learning problem of
. (08 Marks)

perceptron. g %
Write a remark on representation of feed forward networks. ¢ (04 Marks)
~Module-4 ;&

Explain Naive Bayes classifier: (08 Marks)
arfling algorithm. 2 (08 Marks)

o 8

Discuss Minimum DescHiption Length principle ef. (08 Marks)

Explain Bayesian/Belief networks and conditiondl independence with example. (08 Marks)
s oV

Define: (i)éSimple Error (04 Marks)

Explair arest neighbor learni algorithm. (08 Marks)

What 18reif forcement learning?, & (04 Marks)

. & ‘OR
iance, standard devi a random variable.
‘ (04 Marks)

Explain locally weighted linear regression.%o & (08 Marks)

Write a note on Q-leagning. & (04 Marks)
N
§ o 9




